
Through the years… 
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When did it all begin? 
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1974? 1978? 1963? 



CDC 6600 – 1974 NERSC started service with 
the first Supercomputer… 
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● A well-used system - 
Serial Number 1 
●  On its last legs… 

● Designed and built in 
Chippewa Falls 

● Launch Date: 1963 
● Load / Store Architecture 

●  First RISC Computer! 
● First CRT Monitor 
● Freon Cooled 
● State-of-the-Art Remote 

Access at NERSC 
●  Via 4 acoustic modems, 

manually answered capable 
of 10 characters /sec 



50th Anniversary of the IBM / Cray Rivalry… 

2/6/14 Cray Higher-Ed Roundtable, July 22, 2013 
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Last week, CDC had a press 
conference during which they 
officially announced their 6600 
system.  I understand that in the 
laboratory developing this system 
there are only 32 people, 
“including the janitor”… 
 
Contrasting this modest effort 
with our vast development 
activities, I fail to understand 
why we have lost our industry 
leadership position by letting 
someone else offer the world’s 
most powerful computer… 
 
T.J. Watson, August 28, 1963   



CDC 7600 – 1975 
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● Delivered in September 
●  36 Mflop Peak 
●  ~10 Mflop Sustained 
●  10X sustained 

performance vs. the 
CDC 6600 

●  Fast memory + slower 
core memory 

●  Freon cooled (again) 

Major Innovations 
§  65KW Memory 
§  36.4 MHz clock 
§  Pipelined functional units 



Cray-1 – 1978 
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● Serial 6 
● An fairly easy transition 

for application writers 
●  LTSS was converted to 

run on the Cray-1 and 
became known as 
CTSS (Cray Time 
Sharing System) 

●  Freon Cooled (again) 
●  2nd Cray 1 added in 

1981 

NERSC transitions users  
to vector architectures 

Major Innovations 
§  Vector Processing 
§  Dependency Analysis in Compilers 
§  Integrated Circuits 
§  Packaging 



Cray XMP added in 1984 
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●  First multi-processor 
system 

● System had some great 
architectural 
improvements 

● At this point NERSC is 
working with 3500 users 
on their systems 

Major Innovations 
§  Multiple processors 
§  Multi-port memory 
§  Gather / Scatter 
§  Chaining 
§  CFT2 

NERSC transitions users  
to Multiple Processors ? 



Cray-2- 1985 
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● Serial 1 
●  4.1 ns clock 
●  8-Processor Cray-2 

delivered in 1990 
● Best looking machine 

every built… 

Major Innovations 
§  Packaging & Cooling 
§  Large memory 
§  Local Memory 
§  Macrotasking 
§  Microtasking 



Cray C90 - 1992 
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● Interim Y-MP was 
installed until this 
could be delivered 

● First non-classified 
installation of a C90 

● Last “flagship” vector 
system at NERSC 

● Top500 started in 
1993 and this system 
was in position 19 
●  It could have been #6 

Major Innovations 
§  16 Processors 
§  Dual-pipe vectors 
§  Autotasking (OpenMP) 



Back Then, We Fabbed our Own Chips… 
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Cray IC 
Fab 

Railroad 
Tracks ? 



Meanwhile, in the Marketplace, a New Style of 
Computing was Emerging… 
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Massively 
Parallel 

Computing 



Can MPP Systems Really Perform ? 
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Cray T3D MPP Testbed - 1994 
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● Grew out of Steve Nelson’s 
MPP Advisory Group 

●  18 Months from concept to 
delivery 
●  having your own fab can come 

in handy 
● PATP – Parallel Application 

Technology Program 
●  150 Mhz Alpha EV4 
● Y-MP “front end” (the first 

esLogin  ?) 
Major Innovations 
§  One-sided get/puts 
§  Low Latency… 
§  3D Torus 
§  Density (cold plate cooling) 
§  CRAFT (sort of) 
§  PVM 



It wasn’t exactly NERSC SSP, but it was the 
closest thing to it at the time… 
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NAS Parallel Benchmarks on the T3D… 
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● At Cray, we implemented the entire NPB parallel suite with 
exactly two communication calls 

CALL GET(SRC, DEST, NWORDS, STRIDE, PE) 
 
CALL BARRIER() 

●  Bob Numrich came up with this idea while we were waiting for 
the development guys to get PVM to run… 

●  This went on to become the “SHMEM” stuff we know today 
●  Bob followed this idea up with F– which eventually became Co-

Array FORTRAN 



A Few Results From October, 1993 
BT Simulated CFD Benchmark 
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System Date N 
Proc 

Performance 
(Y-MP 1 Units) 

Cray Y-MP Aug 1992 1 1.0 
8 6.95 

BBC TC2000 Dec 1991 112 0.58 
Thinking Machines CM-2 Dec 1991 64K 2.14 
Thinking Machines CM-5 May 1993 128 6.66 
Intel Paragon Sept 1993 256 8.12 
Intel Paragon Sept 1993 64 5.19 
Cray T3D May 1993 64 5.16 

128 10.04 



Vector’s Days are Numbered… 
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Published in 1995 



Making Vectors Cheaper - Cray J90 – 1996 
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● Completely compatible with the 
Cray Y-MP 

● Provided interim service as the C90 
is moved to Berkeley 

●  Followed later by a few Cray SV1 
systems 

● CMOS-based systems to reduce 
cost 

●  Leveraged “UNICOS”, compilers 
and so on 

●  Last systems at NERSC that ran 
the Cray Floating Point Format (vs. 
IEEE) 

Major Innovations 
§  CMOS Implementation 
§  Reduced Cost 
§  32 Processor SMP 



Mcurie: Cray T3E MPP - 1996 
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●  First 128 processor has factory 
trial in August of 1996 

●  Installation at Berkeley Lab 
happens in September 

●  A second 512 processor T3E is 
installed and accepted in 1997 

●  The Checkpoint Restart Finale 
●  Production Scheduling 
●  Fun Stories 

●  The R5 debacle 
●  2 Bills & 4 Steves  

NERSC transitions users 
to MPPs 

Major Innovations 
§  E-Registers 
§  Stream Buffers 
§  UNICOS mk 
§  Co-Array FORTRAN 
§  Checkpoint / Restart 



1998 Gordon Bell Prize Winner – First Teraflop 
Application – We Were Proud of This Group… 
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This Happened Along The Way 

21 



This Wasn’t a Cray 
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But it Turns Out it Was Sold to NERSC by a 
Cray Guy… 
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Franklin:  Cray XT4 - 2007 
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● AMD Opteron 
● Brief pit-stop with air-

cooling 
●  Largest Cray XT4 installed  
● Upgraded from dual-core 

to quad-core 
●  Quadrupled peak performance 

● Early adopter of Cray Linux 
Environment 
●  Earlier Systems were based on 

Catamount 
● DVS developed to allow 

connectivity to NERSC 
global File System 

Major Innovations 
§  Seastar 2 
§  CLE 
§  DVS 



It Was Really a 108 Cabinet System 
(but 6 were empty, thanks to the pole…) 
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How Do We Name These Things? 
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● We needed a name for the “productized” version of Red 
Storm 

● Cray RS ? 
● William White had these plastic, injection-molded letters on 

his door from the earlier Alpha cluster project.. 



Hopper: Cray XE6 2011 
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● Started Life as an interim 
XT5 

● Gemini and SeaStar were 
made plug compatible 

●  24-core node 
● Warm Swap 
● Much less “fragile” than 

Cray XT4 
● Much better MPI latency 

Major Innovations 
§  Gemini Interconnect 
§  Warm Swap 
§  Ecophlex 
§  Cool Murals… 



How Do We Name These Things? 
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Rejected Marketing Slogan: 
“You know it’s powerful by it’s 

mighty roar !!!” 



Edison:  Cray XC30 - 2011 
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●  First XC30 installed at a 
customer site 

● Another “interim” plan 
●  Ivy Bridge change in 

plan… 
● X86 again, but different 

●  Gemini -> Aries 
●  AMD -> Intel 
●  Copper -> Optics 
●  Vertical -> Horizontal 
●  Loud -> Quiet 

● We tried to make this a 
smooth transition for 
users and administrators 
●  Same CLE 
●  Same Compilers & Libraries. 

Major Innovations 
§  Aries Adaptive Routing 
§  Free Transverse Cooling 
§  Dragonfly 



What?  Edison was a used machine ? 
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Changed into new clothes and delivered to 
Oakland in late 2012 
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SC 2013 Copyright 2013 Cray Inc.  
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Scalability –  
NERSC “Now Computing” Snapshot (taken Sept. 4th 2013) 

SC 2013 
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Its Been a Great 40 Years ! 
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Thanks For a 
Great 40 Years! 
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